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Data Visualization

Within the past decade powerful graphics applications have led to the development of new ways for generating and analyzing data.  Advanced Visualization Systems (AVS) [http://www.avs.com/] is a leader in the creation of such applications and defines data visualization as 

The art and science of turning complicated sets of data into visual insight.  

It enables people to easily make sense out of what otherwise would just be a set of meaningless numbers by using the one third of their brain devoted to visual processing… and uses the power of the human eye and brain to discern relationships by presenting complex data as multi dimensional color images and animations. [http://www.avs.com/solution/whatdv.htm] 

In the early 1990's, the Institute for Interventional Informatics (I3) [http://www.pulsar.org/febweb/history/i3.htm] did research with various medical assessment devices (e.g., ECG, EEG).  Then, using AVS visualization software, researchers were able to dramatically augment the traditional 'squiggly line' output of these clinical devices [http://www.sci.sdsu.edu/People/Jeff/isosurfaces/isosurfaces.html].  In the images below (Figure 1) are some examples of the differences being pointed out:
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Figure 1.
The images above represent 20 seconds of raw EEG data (squiggly lines below) which include 4 alpha bursts rendered as spatiotemporal isosurfaces (top). If you look closely at the areas in the raw data (bottom) which are circled in light blue, you can see the alpha bursts as an increase in activity, but it requires considerable visualization skills to render in one's mind what is easily rendered with the right software. The deep blue flow lines in the isosurface image represent the gradient (direction of maximum first derivative), enhancing the dynamic nature of this information. [taken from http://www.sci.sdsu.edu/People/Jeff/ isosurfaces/isosurfdescr.html]

The visualizations rendered by AVS are referred to as spatiotemporal isosurfaces.  

Essential in this brief discussion of data visualization is the general principle that there are now methods available for rendering data in new ways which both simplify and enhance the information rendered.  The concept for NeatText was initially created at I3 to facilitate the rapid interaction with thousands of pages of biochemical and medical text for use in a DARPA biological warfare 'pathogen countermeasures' program [http://www.pulsar.org/febweb/nov96wb/Grkbx2.html].  An expert battlefield medical response soldier would need to get to critical information for the creation of antidotes on the fly in the event of a germ explosion.  Filtering vast quantities of text and then rendering the relevant information in non-textual formats would be a quantum leap in the assimilability of mission critical information.  Creation of something loosely akin to these spatiotemporal isosurfaces is a goal for textual visualization.  

Isosurfaces themselves are time-based data renderings as time is necessary for measuring heartbeats or brainwaves.  Textual fields however do not require the T dimension and so we would use any of a range of other visualizations for textual data.  In place of a time parameter, the text would offer a length parameter.  That is, a complete gospel is comprised of a limited number of total linguistic elements.  Beginning with element number 1 to element N there is a defined length which could substitute for a T parameter in these other situations.    

From now on we will be referring to data perceptualization [see Grok Box: http://www.pulsar.org/springwebb/papers/grkkbxx.htm] as opposed to visualization so as to not limit thinking about data rendering just to visual outputs.  NeatTools comes with powerful midi capabilities, for example, and makes possible another perceptualization of data: sonification.  Turning text/linguistic data into tonal structures is a sonification of the data.  Or combinations of both visual and auditory information where perhaps some features could be visualized but special ones could be tonally indicated.  The horizon is pretty well open to a user according to her own needs.  Having sketched a context for the understanding of data perceptualization technologies we now move into the discussion of NeatText and its first prototype.

NeatText

We propose to develop a module for NeatTools
.  The module will be used to analyse/scan text strings for linguistic data.  Building on the work of Dr. Edward Robson,
 professor of New Testament studies at RPTS,
 our goal is to perceptualize linguistic parameters within quantities of text of variable kinds.  Whether using visual or auditory renderers, the goal, for this initial work, is to select some grammatical feature of a body of text and then give to it perceptually enhanced representations.  Finding (kinds of) significance therein is the purpose of the new data renderings.  Think of this work as something akin to putting ace bandages or sheets around an invisible man; the coverings allow us to "see" what we could not otherwise perceive.  Perceptualizing linguistic patterns in a text will in the same way allow us to see features of that text which would either be invisible or extremely tedious to discern at even a crude level of resolution.    

The computer is used in this presentation like an X-ray machine which will allow us to look at the language structure of the Greek New Testament. [Robson, 1997] 

The initial impetus for Robson's project was to test a theory about textual origins and derivations in the Greek New Testament.  Three of the four gospels in the New Testament present difficulties to the textual critic.  These are the gospels of Matthew, Mark and Luke, designated by biblical scholars the 'Synoptic Gospels.'  Among the more challenging questions is how and why could there be so many similarities between the individual texts of these gospels?  Depending upon one's own philosophical presuppositions there are differing ways to approach the Synoptic problem.  The similarities can be attributed to one of two causes.  

The first is to say that there were certain common materials copied by the different authors.  Typically, the assumption is that Mark was the first gospel and was simply copied in total by both Matthew and Luke.  In addition to the Markan materials, there is another great portion of almost identical material between Matthew and Luke which is assumed to have come from a single collection of materials which, though not existing in any manuscript tradition, is deduced as a necessary source (i.e., the only way for liberal scholars to account for the sameness of the accounts in each text)  The latter has been named Q.  

The second candidate in the analysis is that the texts are similar because their authors were, in fact, extremely accurate and faithful in their (textual) representation of critical pieces of the ministry of Jesus of Nazareth.  To summarize the theological reasoning for this view is to claim that the Biblical texts are the products of God's Spirit moving within the historically and culturally engineered nervous systems/perceptions and minds of the authors.  Without further speculating on the contexts for these possible explanations, Robson moves to address the problem in a rather empirical and pretheoretical manner.  What if there were simple syntactic structures in the language of the texts which gave some clue as to author pattern?  Is it possible that each author leaves some remnant in his own text which could be used to identify whether his text was present in other texts outside of the one bearing his name--kind of a linguistic DNA?    

Indeed, Dr.  Robson's work looks for fingerprints in each of the individual texts because

If the Q-source is not Matthew nor Luke then an analysis of the language structure of those passages where Matthew and Luke use Mark and Q-sources should produce the following results. We should be able to identify Matthew's language structure, Luke's language structure , Mark's language structure, and the Q-source's language structure.

Further, what we are looking for is evidence to show that the language structure of the Q-source always looks like the Q-source no matter where the Q-source may be found.  Likewise, Mark's language structure will always look like Mark, Luke's  language structure will always look like Luke, and Matthew's language structure will always look like Matthew.  When saying that the Q-source will look like the Q-source, and the same for the rest, what is being claimed is that the language structure, and the words used by the Q-source will identify the Q-source uniquely. [Robson, 1997]
Noticing distinguishing features of the texts is accomplished by perceptualizing the data in a way which makes perceptually obvious the similarities and differences between individual texts. 

because it is designed to illustrate the substructure of the Greek sentences within the N.T., we can now look at the Greek Text in a new way, and are able to pay attention to language structures rather than the content of the language structures. [italics mine]         

The database of Matthew, Mark, Luke and John's Gospels are in the computer memory, and the computer can be instructed to display the databases in both Cartesian Graphs and Pardee Graphs.

In a Cartesian graph,  each word in each Gospel is given a position number based upon where the word appears in a sentence

Using the computer generated Cartesian plots of Jesus' Feeding of the 5000, we can create visualizations of the language structure in Matthew, Mark, Luke and John's narrative of the Feeding of the 5000. [all quotes above: Robson, 1997]

Dr. Robson's earlier work in fact did use the time tested 'squiggly lines.'  Figure 2 is a simple example of what these text perceptualizations would look like.
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Figure 2.

In this demonstration the query was for prepositions.  Perhaps one gospel author is very prone towards excessive or strangely placed prepositions.  Would this not be something of a signature indicating that another author was not also present in the text at hand?  Differing grammatical elements may also be perceptualized in this way to similarly distinguish authorial identity.  However, in the same way the EEG squiggly lines were transformed into the beautiful isosurfaces (see Figure 1), this data indicating 'preposition' could also be re-rendered as 3 dimensional colored objects.  The visual system could certainly discern differences between colors a great deal more easily than the frequency of black peaks across a white page.  Hence, the information conveyed would be simplified and enhanced for the user.  Even more, what if rather than a visualization we wanted a 'C augmented triad' to play and then stop the search every time a preposition was encountered?  NeatTools' midi capacity as controlled by the NeatText module would easily make such musical sonification possible.  Concerning renderings there really is no limit: colors, 3D, midi, instrumental, what have you. 

The goal of the NeatText prototype is to build on the work of Robson.  Figure 3. shows the essential steps involved in taking raw Greek text data and transforming it into a rendering which is perceptually enriched beyond what has already been done.

Steps involved in NeatText development

· Raw text of Greek New Testament

· Indexed preparation of the text elements

· Databasing

· NeatTools Module Query and Processing

· Renderings/output
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Figure 3.

The first step is to take a complete and pure copy of the koine Greek text, we will probably start off with Matthew's gospel.
  Manually going, then, and assigning indexing characters would follow.  Once all textual elements are indexed and organized by (occurrence) frequency, location and other more subtle syntactical properties
 (e.g., case, tense, voice etc.) they are then available to the searching and parsing processes of the NeatText module.  

Visualizing all occurrences of a 'past perfect' verb throughout the text is an example of the NeatText module in action.  The user would first query the database for this verb form.  Once isolated, the user would then perform some kind of processing on the query data.  Preparation of results for output as perceptually enriched information would be the step just before the rendering.  Finally, all data would emerge in the new and sought after form as some sort of visualization or sonification.  

Conclusions

Using NeatTools, we will be able to go beyond these crude Cartesian and Pardee graphs.  By using both visual and midi capabilities within NeatTools we will be able to richly perceptualize any linguistic parameter we wish to.  Moving beyond this one single kind of text analysis, the generic functionality of NeatText will be to perceptualize any dimension of textual fields both syntactical and semantic.  

With the staggering volume of textual material being generated, replicated and distributed every day in cyberspace tools like NeatText will become increasingly necessary if we have any hope of accessing the immense archives of information which exist to date.  Especially as the disinclination towards reading text escalates with the relentless targeting of the visual cortex by electronic content developers we will need new methods for "reading" text and processing textual content.  
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� NeatTools [http://www.pulsar.org/febweb/coretech/neatdwnld.htm] is a universal interface program which allows a user to take any data stream in, manipulate it through various object processes in the software and then output that stream as commands for some other applications running locally or remotely.  In a nutshell, NeatTools allows any input to become any output.  [see http://www.pulsar.org/febweb/ coretech/neat13.htm for detailed treatment of this powerful software.] 


� Robson, Edward A., 1997. An Analysis of the Q Hypothesis as a Solution to the Synoptic Problem 


� Reformed Presbyterian Theological Seminary, Pittsburgh PA.


� Greek fonts and parsing algorithms will obviously be embedded in NeatText as they would with any natural language to which this technology could be applied.


� Semantic analysis is not our aim in the present work; syntactical structure is.  Isolating the trace/fingerprint of different authors in a singular body of text is much easier through the analysis of how linguistic elements are arranged and morphed in natural language usage than through the much more complex and 'subjective' examination of semantic content, hermeneutics etc.  Certainly, we are concerned with how syntax relates ultimately with semantics, but are approaching the larger study of the Scriptures systematically beginning with the new technology we are proposing in this abstract.      





7
1

[image: image5.png]


[image: image6.png]NeatText Module
Query desired grammatical element:
“Search

!

NeatText Module

“Processing/calculations
l isualization’
Single book of NeatText Module ;‘fe\s]%]&,
Greek New * Prepare results for rendering ph .
P — graphs; efc.
ext ont
ot
Tndesing of
grammatical
dements: .g
prepositions=1; iton:
adverbs=2; GG, ]
past perfect=3; tonal
conjunction structures

and=@;
ete.




_967324276.doc
[image: image1.png]






_967388485.doc
[image: image1.png]NeatText Module
Query desired grammatical element:
“Search

!

NeatText Module
“Processing/calculations

isualization:

g, VRML
shapes; color
sraphs; etc.

Single book of
Greek New
Testament

‘ext onl
i

Tndexing of

grammatical

clements: c.g

preposition
adverbs=2;

past perfect=3;
conjunction

“and>=@;
efc.
















