











It is assumed that Robots (bots) measuring less than 5 centimeters in any dimension are now being readied for military reconaissance and related applications.  





Given the number of individual components (swarms of mil-bots)  and the wide variety of sensors and effectors it is also assumed that new porblems of command and control will emerge.





In order to transduce, process and transmit  important information about the deployment environment a large variety of bot-born sensors may be utilized to increase the “senseability of the situation”  This information will be used to develop an optimal decision path and action plan.





In order to fulfill mission critical tasks a variety of bot-born effectors will be used to both individually and in various combinations to acomplish mission critical tasks.





It is assumed that designing and developing individual mil-bots with a wide variety of sensor and effector capibilities will be successfull. 





What is in question is the development of an effective and integrated communication matrix which will be able to effictivily command and  control the deployed bots.





Just as an integrated nervious system with afferent, computational and efferent components is necessary to perform complex functions in most higher organisms, an intact communication marix will be required to optimally carry out any complex mission.











Intelligent linking of commandable behaviors (ie  send data..perform function) of single or multiple bots with a centralized control matrix is the work we propose to achieve. 





A fundemental task will be to develop Human-computer-interfacing techniques which allow a continous connectivity with both the bots and the communications matrix.  





Expressivly commanding and controlling the bots at a distance is the essence of the project.  Intelligent tele-control over poly-sensored,  multi-functional mil-bots will require an integrative effort. Such an effort will require developing new ways to percieve large amounts incomming streams of diverse sensor data, effective inter-human collaborative communication of complex information and new methods of expressing complex commands to electro-mechanical effector units.(the bots)





Medical science “friction” 


A senerio for the sake of groking the complexity required to actually do real work





Hypothetically speaking, it may be necessary to deliver emergency medical treatment to injured war fighters located in either hostile or ecologically inaccessible territory.  Bots could be launched in an artillery or heavy artillery like fashion, or else deployed using tactical missile technology.  A single pod containing multiple bots would land at a specific place, open or explode thus releasing the bots and instantly creating a sensitized locality(allowing bot derived sensor data to be percieved by remote commanders); Medibots we will call our little life saving friends, on site, begin employing their many and diverse microsensor technologies, they would gravitate to the site of need and go to work each class of bots performing its own unique functions.  





Beginning with bot release, a highly specialized trained individual or group of individuals (kind of like K9 cops—bot masters) would begin interfacing/controlling the medibots utilizing a distirbuted communication matrix and a variety of advanced human-computer interface systems. Such systems which enable a distributive and collaboraitive control of


bots from within extremely advanced and powerful interface mechanisms is the system which we propose to create.





Advanced human-computer interface controllers are considered, for the purpose of this proposal to be of to main types. Those that are remote site based ( ie remote from the site of action) and those that are field deployed as “intelli-ware” of  bot masters. The former are immersive multi-sensory perceptualization environments which are integrated with C4I level communication systems. The later are body suits embedded with many and diverse human - computer interface devices which would be ideal as they would allow typical battlefield behaviors on the part of a forward deployed military personnel.








  Reapplying concepts from our Grok Box technology allows the making of very powerful and efficient methods for the individual to gather data from the on site bots. (Grok Box is a generic interface system applicable to any process of knowledge discovery and implemenation (e.g., medical). Grok Box integrates various input devices and software systems and evolves them to create an interface like no other. Indeed, Grok Box is the consummate 'virtual reality'/fully interactive immersive pan-sensory rendering system. The objective of Grok Box is to present the greatest amount of simultaneous multisensory information to the human body possible). The idea is to create a completely integrated perceptual and expressional system which becomes the sense and agency of the controller.  





With such a system Bot groupings will essentially become a tight mapping of human perception and expression at x distance.  Reducing the perceptual field of a human in the suit interface to that of the bot sensors is a critical first step ("microfied telepresence").  The control systems would then need to be as tight as possible; that is, what the bots sense the human would percieve in real time and what the bots do would be a real time doing of what the human did.  By specific movements of some fingers some bots would release a neutralizing chemical onto the infected personnel( or perform other predetermined behaviors).  Essentially, through this highly integrated and optimized hardware and software systems the bots are extensions of human sensation and control/expression.  Given the multiple simultaneous representations of sensor derived data, a major design effort will be developing methods to render data sets to to the human in ways which the human can find sifnificance therein. By specific movements of other fingers (or any other human modulated energy), other bots would perform other functions, and so on.  Sensory and control interfaces would thus need to be closely linked with expert behaviors.  Training of the personnel and the bots is one of the primary areas of concern in developing essential features of this project.  





Next we will mention the basic training issues involved here.





Proper preparation in the use of bots we believe will require the training of both expert and bot together in very tight correspondence employing the powers of full simulation environments (e.g., VRML, Meme, Muse.. and other distributed collaborative simulation environments).  Again, similar to the K9 police officer model those selected individuals who will be the bot-masters will receive advanced specialized training beyond the conventional cirricula of their respective military discipline.  Developing the sensory and expressional agilities needed to be effective in a live time critical mission will need to be massively augmented by high quality, real time simulation systems( STOW).  Additionally, simulation exercises will be extraordinary strong feature indicators for the design and functionality of the end systems themselves.  Bots may be simulated with artifical life algoryhthms etc. In all cases the development of an integrated communication system and advanced human - computer interface systems to operate within such a system need to developed in concert.


The human-computer interface system has two main components.


HBI (Human-Bot Interface) matrix: how human interacts with and controls bots.


Communication matrix: how the representations/renderings/processings comrpising the content of what is transferred integrates information from the bots, collaboratively from other humans “in the loop” and from refined databanks.





The development of these two must occur simultaneously which a live, dynamic, realistic testing system would facilitate extremely well.  





Minimal numbers of humans deployed in a mission is made possible with bots. But given the complex nature of the bot encountered problems, many humans will be needed to collaborativily problem slove. Collaboratory systems for on-line interaction, such as TANGO will be corner stones to any moderatly complex field task. TANGO is an integration platform which enables building useful and deployable Web-based collaborative environments. The system provides the means of fast integration of Web and non Web applications into one multi-user collaborative environment. The collaborative, then, is a networked aggregate of expert knowledge and skill resources deployable as an entity, as needed Our interface solutions are always grounded on collaboratory friendly models of informatic interaction.  We propose to develop a system which will be a single and highly integrated interface with diverse multisensory rendering and expressional devices integrated into several control environments. Thus, the expert in the field can at time co-control a set of bots with a distant on line collaboratory expert (e.g., a rare specialist in quarantine virology)   





Bots are a mechanizing of perception/intention/expression of human capability.  





The perceptual interface systems of the required for the field “intelli-ware” suit will be designed so as to optimize the salience and content of data sets.  Some data which historically would be displayed visually might be processed so as to be perceived (in the suit) in a tactile or auditory manner.  So the human may feel the pain of an injured war fighther, feel the sound, see the pressure and ultimately be able to reconfigure the rendering parameters of the interface based on the specific elements of a context.  Seeing colors may be more appropriate in one context whereas hearing them may be more suitable for another; many factors will determine the tailoring of rendered data.  Which data will be shunted to which renderer, etc.  Novel interface controllers are obviously pending here.  





Biological stucture and function, we think, provide the best example for how to design and implement interface solutions. Both the operation and system components as well as the end result renderings must be architecturally based on how human biology is configured to receive and process information.   








Hetrogegiuos systems of functionality both biologically and non-biologically inspired bot designs for deployment will be integrated into the bot systems. 





For locomotion designs could call for jumping, climbing, slithering, swimming, flying, tunnelling, hopping, gliding, etc.  





Sensor functioning would include not only visual, auditory, tactile, olfactory information but position, depth(in h2o), RF ambiant noise, and an array of other “senses”





End actions would include, drilling, exploding, biting, gripping, injecting, spraying, shooting, gluing, welding, marking, etc. 


          


Given this wide array of locomotion sensation and end effectors it will be necessary to develop a “transform” to certain kinds of information and expressional controlers  to account for the intrinsic non-human nature of the functions.





Aggregation of single bots into a symbiont





For example, let's suppose a germ bomb has been detonated among a battallion of war fighters.  Live contagion makes it very difficult for rescue personnel to move in with traditional/conventional anti germ methods.  Protecting the rescue personnel in itself is an entire dimension of technological and expert necessity which needs to be layed out before the rescuing itself can even ensue.  Bots would eliminate/cut out this entire step and allow direct response
